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Problem Addressed:
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How to make data widely available while also protecting intellectual property and data privacy?



AI-enabled 
Federated 
Learning



Whose interests does
Federated Learning protect?
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The problem 
of broad 
consent
Consent to secondary uses 
stretches what counts as 
“informed consent”



Filling the consent gap with Smart Contracts



Filling the consent gap with Smart Contracts



Project Aims & 
Methods
Primary Aim: Identify stakeholder 
perspectives towards integrating SCs in 
machine learning environments

N= 40 in-depth stakeholder interviews

• Patients

• Caregivers

• Clinician Researchers

• Technical Experts

• Ethical/legal Experts

• Industry Reps (e.g. EHR)

Our tabletop Biosensor collects synchronized, high-resolution audio and v ideo data from social interactions. 

PARENT STUDY: (NIH R01MH125958)

Optimized Affective Computing Measures of Social Processes and 
Negative Valence in Youth Psychopathology

MPIs: Herrington, Storch



Research Outputs: Papers



Research Outputs: Presentations



Research Outputs: Under Review / Upcoming

“Patient-Centric Federated Learning: 
Automating Meaningful Consent to 
Health Data Sharing with Smart 
Contracts.” Under review by    
International Journal of Medical 
Informatics

Kostick-Quenet, K; Compagnucci, M; 
Riobo Aboy, M; Minssen, T.



Research Outputs: Under 
Review / Upcoming

“Sensitive Bytes: Beyond Checkboxes in Protecting 
Digital Phenotyping Data”

To be submitted to: Big Data & Society

Christine Deeney & Kristin Kostick-Quenet



Thank you!
Kristin.kostick@bcm.edu
@kkostick
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